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Can Machines Have a Soul?
An inconsequential thought-experiment
by an ignorant undergraduate without any
spiritual or scientific qualifications.

In Alan Turing’s landmark paper Computing Machinery and Intelligence, Turing proposes the idea of artificial intelligence with a simple question: “Can machines think?”
  Instead of necessarily answering that question directly, however, he goes on to reframe the question in terms of whether one can discern intelligence on the basis an imitation game, where an observer must distinguish the responses of a computer from the responses of a human.  If observers cannot determine a difference, Turing suggests, then how are we to know that the computer is not really thinking?  Turing continues to argue for the idea of artificial intelligence’s conceptual possibility throughout the paper by answering to potential objections.
The first to which he responds is the “theological objection”, which he summarizes as follows: “thinking is a function of man’s immortal soul.  God has given an immortal soul to every many and woman, but not to any other animal or to machines.  Hence no animal or machine can think.” (77). Although Turing makes a vague theological argument to counter this proposal, he states flat-out that he is “unable to accept any part” of the offered evidence, presumably on the grounds that it is decidedly unscientific and empirically illogical.  From a scientific standpoint, Turing has every reason to ignore a religious argument – after all, as he points out, dogmatic assertions have proven largely irrelevant to science, and in fact in many cases (Galileo comes to mind) has significantly deterred progress.  
However, scientific or not, religion plays a major role in contemporary culture – even in America, where church and state have a theoretical separation.  One has only to watch election coverage to see the part faith plays in choosing the leaders of our country; instead of foreign or economic policy, the hot-button topics are abortion, gay marriage and the death penalty – religious issues all.  Why, then, should we take the proposal of artificial intelligence out of the dogma-soaked cultural context from which it arose?
I propose we tackle the question head-on:  Can machines have a soul?  I want to try to answer the question by first defining a soul, then narrowing the definition of machine, and then exploring some potential extrapolations – all within the bounds of a sharply (and necessarily) limited thought experiment.

So as not to offend too many, I want to make some clarifications about the chief assumption of this paper: my argument assumes that there exists something called a soul.  I’m not saying that it truly does, because I have zero credentials that would give me the right to make that decision.  Besides, I do not claim to advocate that particular view myself.  This is simply a thought experiment, and one of the conditions of this experiment is that a soul exists, and that humans have them.


Part 1: What’s in a Soul?
The chief problem of answering this question is not in finding a definition; it is in deciding which definition to choose.  Each of the world religions has a slightly differing idea of what a soul is, and there are several “secular” definitions as well.  In the interest of brevity, and perhaps exposing my own ethnocentrism, I am imposing a further constraint on our experiment by limiting our definitions to the three most prevalent definitions in the western world.  

The initial definition to consider, at least in the Judeo-Christian west, is the biblical concept of soul – which actually contains two definitions.  The modern day word for “soul” found in today’s bibles did not exist in ancient Hebrew or Aramaic, but instead was represented in a word that literally meant “breath” (Hebrew “nefesh”)– which in turn presumably meant either “essence”
, which implies that the soul is the essence of self, or “life”, which implies that having a soul means being alive and human.  The former fits remarkably well with contemporary Christian dogma, which states that the soul is the seat of one’s will, created either at or sometime after conception, which exists in an eternal context
.  In this view, the soul is subject to judgment by God either at physical death, or at some indeterminate time in the future. 
The latter interpretation, however, implies that a soul is finite, and likely ceases to exist at death.
While the word “soul” did not exist as such in ancient Hebrew or Aramaic, it did exist in ancient Greek, and similarly had two basic definitions.  Plato, drawing from the works of Socrates, defined the soul as the essence of a being which determines behavior, an essence that inhabits the body but leaves it at death
.  Aristotle, in De Anima (On the Soul), while allowing that the soul was the essence of a human, argued against its separation from the body
.  To illustrate, the essence of a pencil is writing, while the essence of a human is being.
The third major definition of a soul is something of a catch-all for several “eastern” religions, for which I apologize.  In this definition, a soul is the spark or fragment of the divine held within oneself, which is either part of a separate entity or part of humanity’s collective consciousness.  This soul either achieves some stage of enlightenment, or is reincarnated, or returns to the whole.  For some of these belief systems, being a human is not by any means a prerequisite to having a soul.
For the purposes of this experiment, I propose we simplify the idea of a soul from these numerous definitions into some basic concepts, which are as follows:
The soul fits one of these three models:

1. Having a human soul is equivalent to having intelligent, intentional life.

2. Having a human soul drives intelligent, intentional life, but is separate in nature, and is either created by a god or not.

3. Having a soul means having an essence of self that is part of the spiritual whole, and is not necessarily dependent on intelligence.

Part 2: What is a Machine?
For this experiment, let us examine Turing’s definition of a machine.  In his paper, Turing debated where to draw the line between machine and otherwise by defining a thinking machine as a “digital computer” (70), rather than a biologically engineered construction.  From there, he went on to define the thinking process in the terms of a digital computer, which has a store (memory), an executive unit (that which carries out the action) and the control (which ensures that everything happens in order) (71).  By manipulating these three components, the machine processes data.  Turing further describes the application of these three components within the idea of discrete states, which allow the computer to process different sorts of data in different ways.  Because a machine can theoretically be programmed to mimic any specific state, it can be said to be a universal machine (76).  Therefore, a computer can mimic any state of mind, and if it can mimic all the human states of mind, who are we to state that it is not actually thinking?  Or so goes the argument.
The issue with Turing’s suggestion, at least as far as mimicking human cognition, is that the mind does not necessarily work with a single executive unit.  If it did, it would quickly run into what the cognitive scientist Richard Samuels describes as “the frame problem” 
: when faced with a cognitive task, how does the brain decide what to focus on, what information to retrieve and how to process it?  When one considers the massive amounts of information stored in the brain, having to go through each piece of information using a central computer is an impractical waste of time and energy – and is thus evolutionarily maladaptive.  However, if the brain is divided into separate cognitive processes, the mind can efficiently handle an assortment of cognitive tasks, all without breaking a figurative mental sweat.
Indeed, many cognitive scientists suggest that much of cognition can be explained by the massively modular hypothesis.  In its most basic form, the massive modularity hypothesis (MMH) suggests that the human brain not necessarily one computational unit, but is instead composed of multiple components called modules.  Just as the body is not its own discrete unit, the mind is made up functionally distinct units, analogous to the body’s organs 
According to MMH, different modules evolved in order to rise to specific adaptive challenges (Cosmides & Tooby, 1997; Samuels, 2000).  Generally speaking, modules meet four requirements:  Modules are domain specific – they deal with one specific area of cognition, and are generally isolated from other mental processes.  Modules are innate and therefore heritable – to be adaptive, the trait must be passed on and prove advantageous to progeny.  Modules also result in behavior, or the module in question would have no evolutionary advantage.  Finally, modules are relatively quick in their function (Samuels, 2000 as cited in Higgin-Houser, 2006).

According to this view of cognition, human thought is not one entity, but is instead several unique structures – and the mind is an emergent property thereof.  Those structures, however, are remarkably similar to Turing’s digital machines: they are task-specific (and therefore make executive choices), they each can draw on a somewhat isolated memory (or store), and they are governed by specific rules (a control).
The differentiating factor, according to MMH, between human cognition and machine cognition is, therefore, not necessarily in method, but is rather in the number of overlapping machines that in turn each have similar methods.  Therefore, to mimic human cognition, one would need to a) map out the modules of the human mind and b) build a computer for each module, and somehow assemble these computers into one amalgam machine that functions the same as a brain.  Both of these are tall orders, but for the purpose of our thought experiment, let us assume that they are both a) possible conceptually and b) possible mechanically.  If so, then one would have a machine that replicates the functions of the human brain exactly.

Part 3: Can machines have souls?  A pseudo-systematic approach.
Let’s review our assumptions: 

1. Humans have souls.
2. Souls exist in one of three forms, all of which are essentially a “self-essence”

3. The essence of being human, because of our sentience, is being.

4. Cognito, Ergo Sum; being, for humans, is thinking, which results in observable behavior.

5. According to MMH, the human mind is the result of a collection of largely independent thinking modules.
6. These modules, taken independently and in essence, function in the same manner as Turing’s digital machines.

For our thought experiment, let us take these assumptions as axioms, from which we can derive the following philosophical theorems, possible syllogisms nonwithstanding:

1. Because the modules function the same way as machines, then machines can be made to function in the same way as these modules.

2. If the mind is a result of these modules, then a mind would be the result of the collection of our artificially created modules.

3. If these modules were identical to those in humans, and connected in the same ways, then the resulting mind would be identical in essence to humans, although not in physicality.

4. Because the essence of being in human is thinking that results in acting, and a computer could be created to have the same thinking, then the computer could be said to have the same essence.
5. If the computer has the same “self-essence”, then within that system, it could have a soul.

Conclusion

This system, this thought experiment, while absurd, suggests within a narrow context that computers could have a sort of soul.   Is this enough to decide if such computers actually have souls?  The short answer is, no.  The long answer is that it depends on which definition of soul one chooses.  With Aristotle’s definition, such a computer certainly has a soul, because it performs an action.  However, the other two definitions both require knowledge that, if it exists, is simply unavailable to humans.  Perhaps creating machines that think like humans is no different from creating children – who, like ourselves, are thinking machines – which, according to our assumptions, have souls.  Or perhaps some deity decides which creatures receive souls, and maybe machines are out of luck.  Or, stepping outside of the assumptions of this experiment, perhaps souls do not exist, and humans do not have them any more than a cat does – or for that matter, a calculator.  Ultimately, humans cannot have an answer in any definitive, scientific or reasonably assured way – at least, not in this lifetime.
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