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The next Galactic core-collapse supernova (CCSN) will be a unique opportunity to study within a fully
multimessenger approach the explosion mechanism responsible for the formation of neutron stars and
stellar-mass black holes. State-of-the-art numerical simulations of those events reveal the complexity of
the gravitational-wave emission which is highly stochastic. This challenges the possibility to infer the
properties of the compact remnant and of its progenitor using the information encoded in the waveforms.
In this paper we take further steps in a program we recently initiated to overcome those difficulties.
In particular we show how oscillation modes of the protoneutron star (PNS), highly visible in the
gravitational-wave signal, can be used to reconstruct the time evolution of their physical properties.
Extending our previous work where only the information from a single detector was used, we here describe
a new data-analysis pipeline that coherently combines gravitational-wave detectors’ data and infers the
time evolution of a combination of the mass and radius of the compact remnant. The performance of the
method is estimated employing waveforms from 2D and 3D CCSN simulations covering a progenitor
mass range between 11M⊙ and 40M⊙ and different equations of state for both a network of up to five
second-generation detectors and the proposed third-generation detectors Einstein Telescope and Cosmic
Explorer. Our study shows that it will be possible to infer PNS properties for CCSN events occurring in the
vicinity of the Milky Way, up to the Large Magellanic Cloud, with the current generation of gravitational-
wave detectors.

DOI: 10.1103/PhysRevD.107.083029

I. INTRODUCTION

A new astronomy has emerged with the detection of
gravitational waves (GWs) from stellar mass black hole and
neutron star mergers [1,2]. GWs are providing unperturbed
information about the dynamics of the most energetic
events of the Universe associated with compact objects
that can be complemented by the observation of electro-
magnetic counterparts that probe the interaction of the
ejected matter with the environment [3,4]. Thanks to their
continuing sensitivity improvements, the Advanced
LIGO [5], Advanced Virgo [6] and KAGRA [7] detectors
will explore a constantly increasing volume of the Universe
for the next decade [8], before proposed third generation
ground-based detectors such as Einstein Telescope [9] or
Cosmic Explorer [10], expected to be ∼10 times more
sensitive, become operational. Moreover, the kHz-band
detector NEMO [11] has also recently been proposed in
Australia to study specifically nuclear matter using GWs.

In this bright panorama, detecting the GWs emitted by a
Galactic core-collapse supernova (CCSN) is one of the
main next challenges for GW astronomy [12]. The event is
expected to be accompanied with neutrinos and a delayed
electromagnetic emission in all bands. The latter, however,
could be absent if a black hole forms before the star
explodes. Each of these messengers would actually signal
the occurrence of such a rare event (2–3 per century and
galaxy [13]) and provide precise timing and sky location
information [14]. Current GW detectors have the sensitivity
to detect and localize a CCSN only if it happens in the
Galaxy [15,16].
Being such highly dynamical events CCSN have always

been prime candidates for GW emission. At the end of
the life of most massive stars (M ≳ 9M⊙ at zero age
main sequence) the core, mainly composed of iron nuclei,
has a mass close to the Chandrasekhar mass limit. Gravity
is no longer compensated by the pressure of relativistic

PHYSICAL REVIEW D 107, 083029 (2023)

2470-0010=2023=107(8)=083029(15) 083029-1 © 2023 American Physical Society

https://orcid.org/0000-0002-1789-7876
https://orcid.org/0000-0002-4618-1674
https://orcid.org/0000-0001-5664-1382
https://orcid.org/0000-0001-8709-5118
https://orcid.org/0000-0001-6650-2634
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.107.083029&domain=pdf&date_stamp=2023-04-21
https://doi.org/10.1103/PhysRevD.107.083029
https://doi.org/10.1103/PhysRevD.107.083029
https://doi.org/10.1103/PhysRevD.107.083029
https://doi.org/10.1103/PhysRevD.107.083029


degenerate electrons and the collapse sets in. When supra-
nuclear density is reached, nuclear matter stiffens and the
core bounces generating a shock wave propagating into
the still in-falling matter. Iron nuclei are photo-dissociated
costing energy to the shock wave that quickly halts at
∼150 km radius. In most situations a fraction of the energy
of the neutrinos emitted at high densities is expected to be
deposited in the region behind the shock, reviving it and
driving an explosion that unbinds the stellar envelope. The
neutrino emission and absorption processes that lead to the
explosion can be enhanced by hydrodynamic instabilities in
the postshock region. This neutrino-driven convection is
suspected to create funnels of accretion onto the proto-
neutron star (PNS) that excite its oscillation modes.
See [17] for more details on the turbulent accretion onto
the PNS and the importance of late-time 3D simulations to
capture the complete GW signal. For a small fraction of
progenitor stars, the core has a significant rotation at the
time of the collapse and, additionally to the neutrino energy
deposition, magnetic fields are able to transfer rotational
kinetic energy of the PNS to the shock, leading to more
energetic explosions. We refer the reader to [18] for more
details on CCSN parameter estimation methods in the case
of rotating sources.
The gravitational waveforms extracted from multidimen-

sional numerical simulations of CCSN consistently exhibit
very complex features [19–29]. Among them, the presence
of a rising, high-frequency feature in the GW spectrogram
is especially noticeable. This is associated with an oscil-
lation mode of the PNS and is connected in particular to a
region of the PNS surface with positive Brunt-Väisälä
frequency. The nature of this mode remains a matter of
discussion. It has been interpreted as either a g-mode
[23,26,30,31] or an f-mode [17,28,32]. The precise char-
acterization of the remnant frequencies is an important task
as it is expected to allow for PNS asteroseismology using
GW information. This approach aims at providing universal
relations between the mode frequencies and the physical
parameters of the PNS that barely depend on the progenitor
model or the equation of state [31,33,34].
So far, most of the inference efforts have focused on

determining the nature of the explosion mechanism and
rely on catalogs of CCSN waveforms from numerical
simulations [e.g. [35–38]]. Correlations between GWs,
neutrino emissions and some of the CCSN physical
properties have been found in [39] using 3D simulations.
A method to estimate the time evolution of the PNS mass
and radius from the CCSN neutrino signal has also been
proposed in [40]. A recent study has explored Bayesian
inference techniques parameterizing the high-frequency
GW signal with asymmetric chirplet waveforms in an
attempt to extract the PNS physical parameters [41].
In [42] we proposed a method to extract the time evolution
of a combination of the PNS mass and radius using the
universal relations derived in [31] that does not rely on a

specific waveformmodel. This study, which considered only
single-detector data, showed that it is possible to infer PNS
properties for a galactic source using Advanced LIGO and
Advanced Virgo data at design sensitivities. The current
paper is an extension of the study initiated in [42]. Here we
describe a new data-analysis pipeline that coherently com-
bines data from a network of GW detectors to reconstruct
PNS properties. We show that employing a network of
detectors has a significant impact in the inference prospects,
especially when accounting for third-generation detectors.
We also note that if the study is restricted to the current
generation of GW detectors, the possibilities to perform
asteroseismology of PNS are already enhanced when using a
network of detectors in comparison to the single-detector
case, extending the coverage of the inference to the vicinity
of the Milky Way, up to the Large Magellanic Cloud.
The paper is organized as follows. Section II presents a

brief description of the ground-based interferometers we
consider. In Sec. III we summarize the multimessenger
observational prospects of detecting a CCSN event in the
next decades. The numerical simulations and GW data used
in this study are discussed in Sec. IV. Section V describes
the data analysis pipeline whose performance is evaluated
in Sec. VI. Finally, Sec. VII presents our conclusions and
outlines possible extensions of this work.

II. NETWORK OF DETECTORS

The current generation of advanced GW detectors
(Advanced LIGO [5], Advanced Virgo [6] and KAGRA
[7]) have been progressively put in operation since 2015.
The two LIGO detectors in the USA (LIGO Hanford and
LIGO Livingston) have 4-km long arms while the Virgo
detector in Italy and the KAGRA detector in Japan have
3-km long arms. This network of detectors will be
completed by a third LIGO-like detector in India (LIGO
Aundha) around 2027 [43]. Despite their optical and
control configuration differences, all these L-shape detec-
tors are fully characterized by their sensitivity expressed in
terms of their noise amplitude spectral density (ASD) and
by their position and orientation on Earth. They operate as
a network with coordinated observing runs in between
periods of upgrades and commissioning that aim at bring-
ing the detectors to their design sensitivity circa 2027 [44].
In addition to this network of existing facilities, a third
generation of ground-based detectors are already proposed
for the next decade. The two main projects are Einstein
Telescope (ET) [9] in Europe and Cosmic Explorer (CE)
[10,45] in the USA. The current design for ET1 is based on
a triangular-shape detector composed of six 10-km long
interferometers with an angle of 60 degrees between arms,
underground and with low-temperature test masses / low
laser power and room temperature test masses / high laser

1https://www.et-gw.eu.
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power mixed configuration to provide good sensitivity at
very low and high frequency. The CE project2 is currently
featuring two sites hosting L-shape interferometers with
extra-long arms of respectively 40 and 20 km.
The response of any of these interferometers to a GW

depends on the direction of propagation of the GW, its
polarization, and the position and orientation of the
detector’s arms. The signal strain amplitude is given by

hðtÞ ¼ Fþðr⃗; θ;ϕ;ψÞhþðtÞ þ F×ðr⃗; θ;ϕ;ψÞh×ðtÞ; ð1Þ

where Fkþ and Fk
× are the detector response functions, while

hþðtÞ and h×ðtÞ are the GW polarizations given in the source
propagation frame. (Each detector is labeled by index k.) The
angles θ and ϕ specify the source location in an Earth-fixed
coordinate system, and ψ is the wave polarization angle that
is unknown. The vector r⃗ gives the surface position of the
detector with respect to the center of the Earth.
The configuration of a network of detectors in the Earth-

fixed frame is fully determined by the location of their
beam-splitters and the orientation vectors of their arms.
In Table I we give the coordinates of both, the current
generation and the third-generation GW detectors that we
consider in this study. As the location and orientation of
third-generation detectors are still not decided, we have
chosen to locate ET at the Virgo location with arbitrary
orientation while the CE sites are set in Idaho (USA) and
New Mexico (USA) [46]. We use the algebra described in
[47] to calculate the antenna pattern functions for each
interferometer for a source with known sky position at a
given epoch and with a fixed polarization angle.

In addition to their response functions, the detectors are
characterized by their noise properties. For the network
formed by LIGO Hanford (H), LIGO Livingston (L), LIGO
Aundha (A), Virgo (V) and KAGRA (K), we consider the
currently projected design sensitivity of the upgraded
detectors. Namely for the three LIGO detectors we use
the Aþ upgrade program sensivity [49]. For Virgo we use
the Advanced Virgoþ Phase 2 sensitivity [44] and for
KAGRA we use the design sensitivity [44].3 For ET we
consider three co-located (triangular) interferometers with
the same ET-D configuration ASD [50],4 encompassing the
cryogenic and room temperature interferometers’ sensitiv-
ities, while for CE we consider two ASDs corresponding
to the two different arm-length detectors. For both CE
detectors we use the compact binary optimized sensitivity
curves [51].5 These ASDs, shown in Fig. 1, are used to
generate time-series of Gaussian colored noise for each
detector. Injecting a waveform into these time-series allows
us to simulate data segments containing a CCSNGW signal
buried in realistic noise.
We identify a network of detectors with the letters

corresponding to each of its detectors [e.g. HLVK is the
network composed of LIGO Hanford (H), LIGO Livingston
(L), Virgo (V) and KAGRA (K)].

III. OBSERVATIONAL STRATEGY

CCSNe are such rare events that it is necessary to
optimize the GW observation strategy to maximise the
detection probability. Both the availability of the GW

TABLE I. Coordinates of the current (left) and future (right) generation of ground-based interferometers. The
longitudes λ and latitudes ϕ give the locations of the beam-splitters/corner stations, h gives the elevation, in meters,
above the reference ellipsoid WGS84, and Ψ1 and Ψ2 are the two arms orientation angles defined clockwise from
the local North. The values for LIGO Hanford, LIGO Livingston, Virgo, KAGRA and LIGO Aundha are extracted
from [48]. The location and orientation of ETand CE are not yet known. For simplicity we have chosen to locate ET
at the location of the Virgo detector with an arbitrary orientation. The two CE sites are set according to [46], where a
40 km detector is located in Idaho and one of 20 km in New Mexico.

Detector λ [°] ϕ [°] h [m] Ψ1 [°] Ψ2 [°]

LIGO Hanford (H) −119.41 46.46 142.55 324.00 234.00
LIGO Livingston (L) −90.77 30.56 −6.57 252.28 162.28
Virgo (V) 10.50 43.63 51.88 19.43 289.43
KAGRA (K) 137.31 36.41 414.18 60.40 330.40
LIGO Aundha (A) 77.03 19.61 0.0 332.38 242.38

Detector λ [°] ϕ [°] h [m] Ψ1 [°] Ψ2 [°]

Einstein Telescope 1 (ET) 10.50 43.63 0.0 89.95 29.96
Einstein Telescope 2 (ET) 10.63 43.63 0.0 330.04 270.05
Einstein Telescope 3 (ET) 10.57 43.71 0.0 210.00 150.00
Cosmic Explorer 40 km (CE40) −112.83 43.83 0.0 180.00 90.00
Cosmic Explorer 20 km (CE20) −106.48 33.16 0.0 240.00 150.00

2https://cosmicexplorer.org.

3https://dcc.ligo.org/LIGO-T2000012/public.
4https://apps.et-gw.eu/tds/ql/?c=12989.
5https://dcc.cosmicexplorer.org/CE-T2000017/public.
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detectors network and the multimessenger properties of
these astronomical phenomena must be taken into account.
Many large field of view robotic surveys, such as DLT40
[53], ASAS-SN [54], ZTF [55], and Pan-STARRS [56], are
detecting supernovae in their early explosion phase, and
some of them are identified as CCSNe. Although the
delayed shock breakout and subsequent light curve mea-
surements do not allow for the estimation of the time of the
bounce with an accuracy better than a few days [57–59],
these facilities provide the most accurate (few arc minutes)
pointing information when the shock breakout starts emit-
ting UV and X-ray signals.
Depending on their specific characteristics, GW detectors

and low-energy neutrino detectors can observe CCSNe in the
vicinity of the Galaxy. Many low-energy neutrino detectors
(Super-Kamiokande [60], IceCube [61], Km3Net [62],
LVD [63], Borexino [64], KamLAND [65], JUNO [66],
SNOþ [67], Baksan [68]) have the capability to detect the
neutrino burst emission up to ∼100 kpc [14]. While this
horizon will be further increased when Hyper-K [69] and
DUNE [70] are in operation, it is likely that typical neutrino-
driven or magnetohydrodynamical supernova explosions in
Andromeda, the most luminous galaxy of the Local Group,
remain out of reach [15]. Therefore, we have to consider all
galaxies nearer than Andromeda, even though most of them
are low-luminosity dwarf galaxies containing old stars. The
explosion of SN 1987A in one of the satellite galaxies of
the Milky Way, the Large Magellanic Cloud (LMC) at a
distance of ∼50 kpc, underlines the benefit of increasing
the range of the detectors beyond the Galaxy itself, as,
despite their limited capabilities at that time, neutrino
detectors were able to confirm that ∼99% of the energy
of the collapse was radiated away by neutrinos [71,72].

Neutrino detectors can localize the source in the sky with
a precision that depends on the distance to the source.
Crucially for the attempt to extract a possible GW signal
from the noise, they will provide the most accurate estimate
of the core bounce timestamp with a precision of ∼10 ms
[73,74] which can be further refined to a few ms assuming a
neutrino flux model. In the case of failed supernova or
black hole formation, the water Cherenkov neutrino detec-
tor Super-Kamiokande has a pointing accuracy of a few
degrees for a source at 10 kpc [75]. In this study we assume
that information from neutrino and electromagnetic signals
will be accurate enough to consider that the source sky
position and the arrival time of the signal are known
without error.

IV. CCSN SIMULATIONS

To test how well we can infer the PNS physical
parameters we simulate, for different configurations of
the GW detectors network, CCSN signals coming from
sources at fixed sky positions and reaching each GW
detectors’ location on Earth with a proper time delay.
We consider different CCSN signals extracted from 2D
and 3D numerical simulations performed with the AENUS-

ALCAR code for spectral neutrino-hydrodynamics [76]. The
first set consists of the eight waveforms of axisymmetric
2D simulations used in [42]. We extract from the simu-
lations both the GW amplitude and the time evolution of
the PNS mass, MPNS, and its radius, RPNS. The progenitor
masses range between 11.2M⊙ and 40M⊙, and three
different equations of state (EOS) have been considered.
We also employ a second set comprising two waveforms
obtained from the 3D simulation of a 15M⊙ progenitor star,
performed with the same code. For this model the core fails
to produce an explosion within the 1.3 s of simulation time.
Continuous accretion onto the PNS causes its mass to grow
to a final value of 1.96M⊙. None of the multidimensional
models includes rotation or magnetic fields. The list of
CCSN waveforms used in this paper is given in Table II. It
is important to underline that the GW amplitudes obtained
with the 2D simulations are systematically higher than
those of the 3D simulation. This is illustrated in the second
column of Table III, which gives the gravitational energy
for all the simulations used in this work.

V. DESCRIPTION OF THE ANALYSIS METHOD

We generalize the method proposed in [42] to N GW
detectors to fully exploit the sky coverage of the current
network of detectors. Following inverse problem and opti-
mal detection methods proposed, for instance, in [79–87],
we coherently combine in a likelihood ratio function the data
initially transformed in the time-frequency (TF) domain. The
exercise is greatly simplified by the fact that we assume the
source sky position to be accurately known, and that we also
know the arrival time of the GWs on Earth. We then describe

FIG. 1. Amplitude spectral densities as a function of frequency
for the ground-based interferometers considered in this paper.
The LIGO (Aþ), Virgo (AdVþ Phase 2) and KAGRA ASDs are
taken from [52]. Einstein Telescope sensitivity corresponds to the
ET-D configuration [50] while the Cosmic Explorer sensitivities
correspond to the compact binary optimized configuration [51].
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how PNS modes are extracted from the coherent TF map to
infer some of the PNS parameters using the universal
relations described in [31].

A. Multidetector coherent analysis

We consider GWs propagating along n̂, coming from a
source whose location is defined by θ and ϕ in an Earth-
fixed coordinate system. The center of the Earth is used to
define the reference arrival time of the signal. In this
coordinate system, the location (r⃗k) and orientation (given
by the angles Ψ1 and Ψ2) of a detector are specified. The
response of detector k ∈ f1…Ng to a GW with polar-
izations hþðtÞ and h×ðtÞ given in the wave propagation
frame is

hkðtÞ ¼ Fkþðr⃗k; θ;ϕ;ψÞhþðt − δtkÞ
þ Fk

×ðr⃗k; θ;ϕ;ψÞh×ðt − δtkÞ; ð2Þ

where Fkþ and Fk
× are the detector response functions, and

δtk is the difference in arrival times of the signal between
the center of the Earth and the detector

δtk ¼ r⃗k:n̂
c

: ð3Þ

In each detector the data dkðtÞ are a linear combination of
signal and noise,

dkðtÞ ¼ nkðtÞ þ hkðtÞ; ð4Þ

where the noise nkðtÞ, assumed to be Gaussian and
stationary, is fully characterized by the noise power spectral
density SkðfÞ

hñkðfÞñk�ðf0Þi ¼ δðf − f0ÞSkðfÞ: ð5Þ

The PNS oscillation modes have slow and smooth
evolution that show up in the TF representation of the
data. For this reason, and following [84,85], after having
time-shifted the data streams by δtk we consider a discrete
TF representation of the data symbolized by TF pixel x̃k½i�,
where i is a 2-dimensional index. To address Gaussian-
distributed variables, all quantities in Eq. (4) are whitened
such that the discrete expression of this equation is

x̃k½i�ffiffiffiffiffiffiffiffiffi
Sk½i�

p ¼ ñk½i�ffiffiffiffiffiffiffiffiffi
Sk½i�

p þ Fkþffiffiffiffiffiffiffiffiffi
Sk½i�

p h̃þ½i� þ
Fk
×ffiffiffiffiffiffiffiffiffi
Sk½i�

p h̃×½i�: ð6Þ

Considering nowN detectors, we have a system of equations
that can be written in a simple matrix form x̃ ¼ ñþ Fh̃,

TABLE II. List of axisymmetric 2D and 3D CCSN simulations used to test the performance of the inference
method. The last three columns show the post-bounce time at the end of the simulation, the one at the onset of the
explosion (nonexploding models marked with ×), and the PNS mass at the end of the simulation. Note that the last
two lines correspond to the same 3D simulation, but we distinguish between the GWemission in the equatorial plane
and along the polar axis (s15–3De and s15–3Dp, respectively).

Model name MZAMS [M⊙] Progenitor model EOS tf [s] texplosion [s] MPNS;f [M⊙]

s11 11.2 [77] LS220 1.86 × 1.47
s15 15.0 [77] LS220 1.66 × 2.00
s15S 15.0 [77] SFHo 1.75 × 2.02
s15G 15.0 [77] GShen 0.97 × 1.86
s20 20.0 [77] LS220 1.53 × 1.75
s20S 20.0 [78] SFHo 0.87 × 2.05
s25 25.0 [77] LS220 1.60 0.91 2.33
s40 40.0 [77] LS220 1.70 1.52 2.23
s15–3De 15.0 [77] SFHo 1.30 × 1.96
s15–3Dp 15.0 [77] SFHo 1.30 × 1.96

TABLE III. Gravitational-wave energy of all the waveforms
considered in this study and distance up to which the ratio is
reconstructed with a good accuracy (coverage greater than 0.8)
for two different arrival times of the GW and in two different
network configurations (HL and HLVKA).

Distance reach [kpc]

Unfavorable Favorable

Waveform Energy [M⊙c2] HL HLVKA HL HLVKA

s15–3De 1.75 × 10−9 2.9 6.9 15.5 18.1
s15–3Dp 7.66 × 10−10 2.7 6.3 15.0 17.0
s11 3.20 × 10−9 5.5 11.6 16.3 18.4
s15 3.08 × 10−8 20.1 38.2 58.4 66.1
s15S 8.38 × 10−9 15.1 30.2 45.8 44.9
s15G 6.85 × 10−9 14.9 32.4 44.3 52.4
s20 1.03 × 10−8 11.6 23.1 32.3 36.3
s20S 2.68 × 10−9 6.4 16.7 21.4 26.4
s25 9.26 × 10−8 31.8 71.8 92.7 122.0
s40 4.51 × 10−8 30.5 63.7 74.8 100.5

INFERENCE OF PROTONEUTRON STAR PROPERTIES IN CORE- … PHYS. REV. D 107, 083029 (2023)

083029-5



where x̃, ñ and F ¼ fFþ;F×g are noise-weighted quan-
tities. The TF pixels are coherently combined in the like-
lihood ratio [80]

Λ ¼ pðx̃jh̃Þ
pðx̃j0Þ ; ð7Þ

where pðx̃jh̃Þ is the joint probability of measuring the data x̃
from the GW h̃, while pðx̃j0Þ is the probability of obtaining
this same data in the absence of any GW. For a set of
pixels fig,

pðx̃jh̃Þ ¼ 1ffiffiffiffiffiffi
2π

p exp

�
−
1

2

X
i

jx̃½i� − Fh̃½i�j2
�
; ð8Þ

and the log-likelihood ratio is then

L ¼ logΛ ¼ 1

2

X
i

fjx̃½i�j2 − jx̃½i� − Fh̃½i�j2g: ð9Þ

As the sky position of the source is assumed to be known
accurately, only the polarization angle Ψ is a free parameter
that can be arbitrarily chosen as the detector response given
in Eq. (2) is invariant under a rotation around the wave
propagation axis. As demonstrated in [84], a particular
choice of this angle allows for a better-defined antenna
pattern basis, the so-called dominant polarization frame,
where the detector response is maximum for the equivalent
“plus” polarization and minimal for the orthogonal polari-
zation. In this reference frame, the antenna pattern functions
fþ, f× are orthogonal and the likelihood ratio maximized
on h̃, called the standard likelihood, has the following
expression:

ESL ¼ 2Lðh̃maxÞ ¼
X
i

fjeþ · x̃½i�j2 þ je× · x̃½i�j2g; ð10Þ

where eþ ¼ fþ=jfþj, e× ¼ f×=jf×j and the · symbol denote
the scalar product of one-dimensional vectors in the detec-
tor space.
In practice, for each detector we time-shift the data

streams by the appropriate time delay δt, Fourier transform
overlapping short-duration segments of data that have been
previously Hann-windowed, calculate fþ and f× in the
dominant polarization frame, and divide all quantities by
the detector noise ASD before computing the scalar product
of Eq. (10). The frequency resolution of the TF maps is set
by the sampling frequency of the GW data extracted from
the detectors, and by the length L of the segments that are
Fourier transformed. The time resolution of the TF maps is
inversely constrained by this same length; increasing L
gives better frequency resolution but at the same time
degrades the time resolution. Working with overlapping
segments allows to avoid this constraint. For instance,
all time-frequency maps considered in this paper have
been generated with time and frequency resolutions of

10 ms × 10 Hz. An example of a coherent TF map
obtained for the s20 CCSN GW signal buried in noise
of the LIGO-Virgo-KAGRA network is given in Fig. 2.

B. Signal tracking

We assume that among all the possible PNS modes, the
2g2-mode (we follow the nomenclature of [31]) carries most
of the energy and that the dominant frequency forms a ridge
in the spectrogram. Hereafter we refer to this mode simply
as the g-mode. In [42] we demonstrated that a simple time-
frequency method is able to track the ridge in a spectrogram
taking into account the fact that the frequency monoton-
ically increases with time. The algorithm performed well
thanks to the fine frequency resolution given by the auto-
regressive estimate of the local spectrum using 90% over-
lapping short segments. In the coherent maps, however, the
frequency of the modes is spread over more bins, making
this tracking algorithm inefficient.
Here, we propose another algorithm based on a poly-

nomial fit of the dominant frequency. We consider for each
time bin ti the pixel of maximum intensity and we record its
frequency fi. We fit a regularized polynomial to all those
frequency values following the LASSO algorithm [88]. This
method fits a given set of data fti; fig with a polynomial of
arbitrary maximal degree p without the risk of overfitting
thanks to the regularization constraint which causes most
monomials to be identically zero. The solution of the
minimization problem are the coefficients fγ̂ig that minimize

min
γ0;…;γp

����fi −Xp
i¼0

γiti
����2
2

þ λ
Xp
i¼0

jγij; ð11Þ

where λ is the regularization parameter and kk2 is the
L2-norm. In the following we have used p ¼ 10 and

FIG. 2. Time-frequency map of standard likelihood for ∼2 s of
LIGO, Virgo and KAGRA data containing the CCSN GW signal
s20 for a source at 5 kpc in the direction RA ¼ 18.34 h, dec ¼
−16.18° and a GPS time of arrival on Earth t0 ¼ 1325048418 s.
Time starts at the time of the core bounce.
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λ ¼ 1. For most CCSN signals considered in this study this
choice has resulted in less than five nonzero γi coefficients.
To handle outlier data points, the regularized polynomial
regression is performed a second time after removing the
points that are more distant from the first fit than the root-
mean-square deviation. By interpolation, we obtain a func-
tion fðtÞ which represents the time evolution of the g-mode
frequency as displayed in Fig. 3.
As this tracking technique considers the pixels of

maximum intensity over the entire time-frequency map,
it may be affected by some features of the map that deviate
from the assumption of a single, continuous track. To
overcome this, an option is added to define a certain area

of the map that will not be taken into account in the
LASSO regression. For example, in the case of the
waveforms with the most massive progenitors s25 and
s40, the linear analysis of [30,89] has shown that the 2g2
mode interacts with the 2g3 mode in an avoided crossing a
few 100 ms after bounce. The signature of this additional
mode is either a gap in the dominant g-mode emission
and/or a down-going secondary feature in the spectro-
grams (see left panel of Fig. 4). It is then possible to define
a frequency band around this avoided crossing
(f ∈ ½500; 700� Hz) that is left out of the fit. In the case
of the two waveforms extracted from the 3D simulation,
we observe a very energetic low-frequency component
(see right panel of Fig. 4) which is a signature of
the standing accretion shock instability (SASI) [see,
e.g., [21–27,90]]. For this model we define the time band
in which the SASI is most energetic (t ∈ ½0.45; 0.6� s) and
that is ignored for the fit.
In the context of this study there is no generic method for

selecting a region of the TF map that should be ignored for
the tracking. This would require an algorithm that could
track simultaneously different modes and it has not been
implemented in our pipeline. In the event of an actual
CCSN GW detection, we would have to eliminate “by eye”
the features that are clearly not related to the g-mode (such
as the low-frequency SASI emission).

C. Parameter estimation

The strategy to estimate the time evolution of the ratio
MPNS=R2

PNS is similar to what we proposed in [42]. We
first build a model that describes the ratio as function of
the frequency f based on the subset of 18 out of all the
25 1D simulations of [31] that were generated with the

FIG. 3. Application of the tracking algorithm to the standard
likelihood map presented in Fig. 2 (employing the s20waveform
buried in LIGO-Virgo-KAGRA noise). Blue circles show pixels
of maximum intensity at each time index. Black dots are the
results of the LASSO regression.

FIG. 4. Left: time-frequency map of standard likelihood for ∼2 s of LIGO, Virgo and KAGRA data containing CCSN GW signal s25
for a source at 2 kpc in the direction RA ¼ 18.34 h, dec ¼ −16.18° and a GPS time of arrival on Earth t0132504841 s. Time starts at the
time of the core bounce. The pixels of maximum energy with frequencies between 500 Hz and 700 Hz do not appear on the map as they
are not taken into account by the tracking algorithm. Right: as the left panel but for waveform s15–3Dp. Here it is the pixels between
0.45 ms and 0.6 ms that are not taken into account for tracking.
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AENUS-ALCAR code. We parametrized the ratio and fre-
quency with a cubic polynomial regression with hetero-
scedastic errors

r ¼ β1f þ β2f2 þ β3f3 þ ϵ

log σ ¼ α0 þ α1f þ α2f2; ð12Þ

where ϵ is a zero-mean Gaussian error termwith a frequency-
dependent variance σ. Because we are considering the same
set of 1D simulations, the fit of the model obtained using
the R-package lmvar [91] is providing the same α and β
coefficients given in Table 2 of [42]. We can then inject the
interpolated frequency of the high-frequency ridge inside
Eq. (12) to obtain an estimate of the time evolution of the
ratio rðtÞ as well as 95% confidence intervals.

VI. OBSERVATIONAL PROSPECTS

To assess the performance of the inference method, we
use the CCSN waveforms presented in Sec. IV in different
detector network configurations and source locations. In all
cases, we reconstruct the time evolution of the ratio rðtÞ and
compare it with the evolution of the ratio MPNS=R2

PNS
provided by the CCSN simulation from which the wave-
form was extracted. We define the coverage as the fraction
of the true values that lie within the 95% confidence interval
of the inferred values. This index is used to quantify the
precision of the ratio reconstruction. Figure 5 shows the
time evolution ofMPNS=R2

PNS in the CCSN simulation s20
along with the inferred ratio obtained with the GW wave-
form injected to the data of the LIGO-Virgo-KAGRA
network for a source located at 5 kpc in the direction of the

Sagittarius constellation (RA ¼ 18.34 h, dec ¼ −16.18°).
In this case all the true ratios (in red) are inside the 95% band
of the reconstructed ratios (in black) and the coverage is
equal to 1.
In the following we systematically report the median

value of the coverage for 100 different noise realizations in
the detectors.

A. Inference distance

We first compare the evolution of the coverage as
function of the distance to the source when using only
the two LIGO interferometers (HL) with the case of the full
LIGO-Virgo-KAGRA network (HLVKA). We consider a
fixed sky position for the source inside the Sagittarius
constellation, as Galactic CCSNe are expected from the
Galactic plane. We set this sky position to RA ¼ 18.34 h,
dec ¼ −16.18° and we vary the distance to the source.
As the antenna patterns of one interferometer depend on
the direction of propagation of the GWs with respect to the
orientation of its arms, the Earth rotation modulates the
signal amplitude and thus affects the reconstruction quality.
We consider two cases, one favorable for the HLVKA
network and the other one unfavorable based on the value
of the equivalent antenna pattern of a network composed of
N detectors defined as

Feq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

X
k∈network

ðFkþðΩ⃗; t0Þ2 þ Fk
×ðΩ⃗; t0Þ2Þ

s
; ð13Þ

where Ω⃗ is the sky position of the source and t0 is the arrival
time of the GWs at the center of the Earth. The favorable
case corresponds to an arrival time that maximizes Feq

for the fixed sky position, namely Feq ∼ 0.53 for t0 ¼
1325052478 s. Similarly, the unfavorable case corresponds
to the smallest value of Feq ∼ 0.38 obtained for t0 ¼
1325077869 s. We point out that this definition of favor-
able and unfavorable cases does not take into account the
different sensitivities of the interferometers but only their
antenna patterns. Therefore, the favorable case described
here is not necessarily the best possible scenario but only
serves as a comparison with the second case which is a less
advantageous scenario.
Figure 6 shows the evolution of the coverage as a

function of the distance to the source for the two different
arrival times considered. In the absence of signal, the
median coverage is null. The blue band on Fig. 6 represents
the 95th percentile of the coverage obtained for 1000
simulations with a waveform injected at a distance of
106 kpc (“no signal” case). The upper limit of the band,
∼0.53, is an indication that for coverage values below this
value the ratio reconstruction should not be trusted. In the
rest of the paper we will consider that the ratio is well
reconstructed for coverage values above 0.8. The two 3D
waveforms and six of the eight 2D waveforms exhibit the

FIG. 5. Application of our parameter inference algorithm on the
same example used in Fig. 2. The source is simulated at 5 kpc in
the direction RA ¼ 18.34 h, dec ¼ −16.18° and detected with
the HLVKA network. Red markers show the time evolution of the
ratio MPNS=R2

PNS as given by the simulation from which the 2D
waveform s20 has been extracted. Black markers show the time
evolution of the ratio estimated from the high-frequency GW
signal. The gray band shows the 95% confidence intervals.
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same monotonic behavior with a coverage equal to unity
at close distances followed by a drop and a convergence
to zero at large distances. The quality of the ratio
reconstruction with the HLVKA network (solid lines) is
always better than with the HL network only (dotted lines).
This is the case for all waveforms with the exception of
s15S for which there is no clear difference in the favorable
case. This confirms that having a large multidetector
network increases the capabilities to accurately estimate
the PNS physical parameters. In the favorable case (right
panels), the ratio is reconstructed with a good precision
(with a coverage greater to 0.8) for distances up to
Sagittarius A, the centre of the Milky Way, including the
low mass progenitor simulations. For very energetic events,

it would even be possible to infer the physical parameters of
the PNS at distances up to the Large Magellanic Cloud in
some cases (e.g. s15, s25 and s40, the last two shown in
the bottom panel of Fig. 6).
The distances up to which the coverage remains greater

than 0.8 are reported in Table III for all waveforms and both
arrival times. As expected, the distance reach approxi-
mately scales with the total energy carried by the GWs. The
size of the detector network also matters, especially when
none of the detectors’ orientation is optimal for the source.
In the favorable case there is an average ∼17% improve-
ment of the distance reach with the HLVKA network
compared to HL only, while an improvement of ∼118% in
the unfavorable case is observed. Remarkably, for almost

FIG. 6. Evolution of the median coverage as a function of distance to the source for eight 2D and two 3D CCSN waveforms
reconstructed with two second-generation GW detector networks. The sky position of the source is set in the direction of the Sagittarius
constellation, namely RA ¼ 18.34 h and dec ¼ −16.18°. For each waveform a solid line shows the smoothing splines of the median
coverage when the signal is injected in the HLVKA network while a dashed line is for the HL network. The left (right) panel corresponds
to a GW signal arrival time which is unfavorable (favorable) in the HLVKA network. In the unfavorable (favorable) case the equivalent
antenna pattern is Feq ∼ 0.38 (Feq ∼ 0.53). The upper panel displays the results obtained with the two waveforms extracted from the
3D simulation and the first six waveforms from our test set of 2D simulations, while the lower panel shows the remaining two
2D waveforms s25 and s40. The “no signal” line shows the median coverage in the case where no signal is present in the data (source
at a distance of 106 kpc). It is always strictly equal to 0 for both the unfavorable and favorable cases. The blue band represents the
95th percentile of coverage over 1000 different noise realizations for the “no signal” case.
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all progenitor masses considered, it will be possible to infer
the physical parameters of the PNS for a source within the
Milky Way.
Another way to look at the performance of the inference

method is to represent the coverage as function of the
signal-to-noise ratio (SNR) in the network of detectors

SNRnetðw; d; Ω⃗; t0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
k

SNRkðw; d; Ω⃗; t0Þ2
r

; ð14Þ

where SNRkðw; d; Ω⃗; t0Þ is the matched filter SNR of
waveform w in detector k for a source at a distance d,
with a sky position Ω⃗ and a time of arrival of the GWs at
the center of Earth t0. Using the signal injections of the
favorable case described above, we show in Fig. 7 the

evolution of the coverage as a function of the HLVKA
network SNR. We observe that the performance of our
method depends only slightly on the waveform considered
and a network SNR between 27 and 40 is required to make
a reliable inference on the PNS physical parameters. The
lower limit of the SNR is obtained for waveforms in which
the majority of the GW energy is carried out by the 2g2
mode (for instance waveform s20). This SNRnet range
corresponds to an individual LIGO Hanford SNR range of
17–22 which is comparable to the detection performance
(at 50% efficiency) of the coherent Waveburst CCSN
search pipeline reported in [16].

B. Effect of the number of detectors in the network

We now take a closer look at the effect of the Earth
rotation on the precision of the ratio reconstruction and at
the role played by the addition of each interferometer in the
network. We fix a sky position for the source at the Galactic
Center (RA ¼ 17h45m, dec ¼ −29°000, d ¼ 8.2 kpc) [92].
To simulate the rotation of the Earth we vary the arrival time
of the GWs on Earth over a 24-hour period. For all the
waveforms considered the GW signal is injected in one of
the following network configurations HL, HLV, HLVK,
HLVA or HLVKA. In the left-hand panel of Fig. 8, the
median value of the coverage obtained with waveform s20
is shown. Considering the HL network formed by the
almost co-aligned LIGO Hanford and LIGO Livingston
detectors as the reference network, the addition of Virgo
improves the reconstruction when HL is already perform-
ing at its best (t ¼ 6 h and t ¼ 12 h) and covers a time
window where HL is totally blind to a signal (between
t ¼ 16 and t ¼ 19 h). The LIGO Aundha detector allows
for the optimal reconstruction of the signal between t ¼ 6 h
and t ¼ 9 h, during which none of the other detectors
are observing well. On the other hand, it seems that the

FIG. 7. Evolution of the median coverage as a function of
network signal-to-noise ratio (SNR) for the 10 CCSN waveforms
injected in the network of second generation GW detectors
HLVKA. The sky position of the source is set in the direction
RA ¼ 18.34 h, dec ¼ −16.18°, inside the Sagittarius constellation.

FIG. 8. Evolution over 24 hours of the median coverage for a CCSN source located at the center of the Milky Way (RA ¼ 17h45m,
dec ¼ 29°000, d ¼ 8.2 kpc) and for different arrival times of the GWs. The data employed correspond to the s20 (left) and s15–3De
(right) waveforms. Each color represents a different network configuration, HL, HLV, HLVK, HLVA and HLVKA, as indicated in the
legends.
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KAGRA detector is barely contributing to the overall
performance. This is partly due to the specific waveform
model we use in this example as when using a waveform
such as s20 which has been obtained from a 2D CCSN
simulation, only the plus polarization is available and in
that case the cross antenna pattern of the interferometers
do not play any role in the analysis. This happens to
disfavor KAGRA as its cross antenna pattern is the
strongest when the two LIGO and Virgo are in a blind
spot. To check this we plot on the right-hand panel
of Fig. 8 the coverage obtained with the 3D waveform
s15–3De, where the two polarizations are active, over a
24-hour period. The results obtained, however, do not
show any clear evidence of the effect of the cross
polarization. This comparison seems to indicate that the
lower sensitivity of KAGRA is ultimately the determining
factor for its minor contribution to a network of second-
generation detectors.
Table IV reports the fraction, averaged over 24 hours, of

the coverage greater than 0.8 for each waveform and each
network configuration considered. Adding Virgo to the HL
network consistently gives better results with an average
improvement of ∼25% for the 3 less energetic waveforms
s15–3De, s15–3Dp and s11. This average improvement
increases to ∼51%when using HLVKA network compared
to HL only.

C. Results with third generation detectors

As it has been discussed in Sec. VI B, second-generation
ground-based detectors will be able to accurately recon-
struct the ratioMPNS=R2

PNS for a CCSN located at a distance
of up to a few tens of kpc. This limit depends mainly on
the sensitivities of the interferometers and constrains the
observational prospects to the Milky Way only. With the
construction of the third-generation ground-based detectors
Einstein Telescope [9] and Cosmic Explorer [10], it will
be possible to explore a larger volume of the Universe

(see Fig. 1). In the case of ET, the three interferometers6 are
combined in the likelihood function such that ET can be
used alone to apply the coherent analysis method.
To assess the gain brought to the PNS inference by third-

generation detectors, we repeat the analysis described in
Sec. VI Awith a fixed source position set in the direction of
the Andromeda Galaxy (RA ¼ 0.71 h, dec ¼ 41.27°) [93].
For that sky location and for a network composed of three
detectors (ET-CE20-CE40) we define again two cases
corresponding to two different times of arrival of the
GWs (favorable case t0 ¼ 1325113218 s, Fþ

eq ∼ 0.60 and
unfavorable case t0 ¼ 1325062818 s, Fþ

eq ∼ 0.21). The
results obtained are shown in Fig. 9. The time evolutions
of the coverage with the distance are similar to those
obtained with the second-generation detectors. However,
the typical distance range is now one order of magnitude
larger. In the favorable case the coverage remains greater
than 0.8 up to the distance of the Large Magellanic Cloud
for all the eight waveforms used. Therefore, with this new
generation of detectors we will be able to observe the GWs
and infer physical parameters for a CCSN that takes place
in one of the dwarf galaxies around the Milky Way.
According to our findings, unless the GW signal emitted
by a CCSN is much more energetic than expected, the
Andromeda galaxy remains out of reach even for third-
generation detectors. This observational limitation is con-
sistent with the results of [94] in which the authors show
that even with optimized third generation interferometers,
the detection range remains bound to the Milky Way and its
satellite dwarf galaxies.
To complete the observational prospects with third-

generation detectors, we have simulated the GW emission
of CCSN explosions occurring at the center of the 40
nearest dwarf galaxies extracted from the Simbad catalogue
[95]. We compare the average coverage for arrival times of
the GWs spanning over a 24-hour period obtained in
different detector configurations: ET alone, the two CE
antennae (CE20-CE40) and the complete network (ET-
CE20-CE40). Table V shows, for each nearby galaxy and
each network configuration, the fraction of coverage larger
than 0.8 obtained with the CCSN waveform s20, chosen
as an illustrative case. For example, if a CCSN occurs in
the Large Magellanic Cloud there is a 25% chance that the
pipeline will not provide an accurate reconstruction of the
ratio MPNS=R2

PNS using the two CE interferometers and ET
separately. The pipeline will give precise results 100% of
the time with the combined network ET-CE20-CE40.
While the CE20-CE40 network yields only slightly better

results than ET when used independently (∼1% improve-
ment only on the 20 nearest galaxies), there is a mean
improvement of around 20% when all third-generation

TABLE IV. Fraction of the coverage greater than 0.8 for arrival
times of the GWs spanning a 24-hour period with different
network configurations. For each arrival time and each network
configuration the CCSN is simulated at the center of the
Milky Way (RA ¼ 17h45m, dec ¼ −29°000, d ¼ 8.2 kpc).

Waveform HL HLV HLVK HLVA HLVKA

s15-3De 0.63 0.77 0.77 0.90 0.98
s15-3Dp 0.67 0.85 0.77 0.92 0.94
s11 0.52 0.65 0.65 0.81 0.81
s15 1.0 1.0 1.0 1.0 1.0
s15S 0.96 0.98 0.98 1.0 1.0
s15G 0.96 0.98 1.0 1.0 1.0
s20 0.88 0.94 0.98 0.98 1.0
s20S 0.60 0.73 0.75 0.90 0.90
s25 1.0 1.0 1.0 1.0 1.0
s40 1.0 1.0 1.0 1.0 1.0

6The triangular configuration of the Einstein Telescope has
actually 2 interferometers in each of triangle sides but for
simplicity we assume they are equivalent to a single one.
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detectors are observing together. If we consider the distance
at which the mean coverage is larger than 0.8, then the full
network ET-CE20-CE40. allows for the estimation of the
PNS parameters at a distance twice as large than considering
ET or the CE20-CE40 network alone.

VII. CONCLUSIONS

The complexity of the physics involved in the explosion
and the opacity of its environment at the onset of the
collapse make the fate of massive stars rather difficult to
study with electromagnetic observations. The GW signal
emitted in those events, although weak, provides unper-
turbed information about the dynamics of the explosion. If
a Galactic CCSN happens when the current generation of
GW detectors are acquiring data, one should be able to
reconstruct a large fraction of the highly stochastic GW
signal, estimate the total GW energy emitted and measure
the GW signal spectrum. The next step is to infer some
properties of the progenitor and of the compact remnant, as
proposed in [31,34], which demonstrate that the time
evolution of the buoyancy-driven g-mode excitations are
linked to the physical properties of the compact remnant
through universal relations. Building on the proof-of-
principle study we initiated in [42], we have presented
in this paper a realistic CCSN inference pipeline that allows
to analyze coherently the data of a multidetector network to
extract PNS physical parameters from the collected GW
data. More precisely, we use a standard likelihood function
to combine the data from two or more GW detectors and
build time-frequency maps in which the PNS oscillation
modes are tracked with a LASSO regression algorithm.

Focusing on the main g-mode, we have shown that the
algorithm is able to measure the time evolution of
MPNS=R2

PNS and its 95% confidence interval. To quantify
the quality of the estimation we use the fraction of true
values that are within the 95% confidence interval. This
index allows us to evaluate the maximal distance at which
we could reconstruct physical parameters of the PNS in
different GW detector network configurations. This
depends on the arrival time of the signal on Earth, or on
how large is the detector’s response to the signal. We have
shown that, on average, the current generation of detectors
at their design sensitivities are capable of measuring
MPNS=R2

PNS of a Galactic CCSN for most of the progenitors
considered in the study. We have also studied the gain of
having a large network of second-generation detectors on
Earth, showing that the five detector network (three LIGOs,
Virgo and KAGRA) consistently improves the performance
of our pipeline with respect to smaller combinations of
detectors. We point out that the different duty cycles of each
of the second generation GW interferometers do not always
allow a coherent analysis with the complete network. For
example, during the O3b run both LIGO interferometers
and Virgo operated simultaneously for 51% of the time
[96]. A larger number of detectors would naturally increase
the coincident operation times and thus further improve
the observational prospects. Finally, we have repeated the
analysis for a network composed of the planned third-
generation detectors, Einstein Telescope and Cosmic
Explorer. ET in its triangular configuration is composed
of three co-located detectors, allowing to estimate by itself
the physical parameters for a CCSN source several

FIG. 9. Evolution of the median coverage as a function of the distance to the source for eight 2D and two 3D CCSN waveforms
reconstructed with a network of third-generation GW detectors composed of ET and two CE interferometers (ET-CE20-CE40). The sky
position of the source is set in the direction of the Andromeda Galaxy (RA ¼ 0.71 h, dec ¼ 41.27°). The left (right) panel corresponds
to an unfavorable (favorable) GW signal arrival time. In the unfavorable (favorable) case the equivalent “þ” antenna pattern is
Fþ
eq ∼ 0.208 (Fþ

eq ∼ 0.598). The “no signal” line shows the median coverage in the case where no signal is present in the data (source at a
distance of 106 kpc). It is strictly zero for both the unfavorable and favorable cases. The blue band represents the 95th percentile of
coverage over 1000 different noise realizations for the “no signal” case.
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hundreds of kpc from Earth. Our results also indicate that
a network with the two CE detectors yields a similar
performance and that a global network of the three third-
generation detectors (CE20-CE40-ET) would typically
double the distance reach.
We end by pointing out that devising a more advanced

tracking algorithm than the one used in this paper is
desirable. This should help to better reconstruct the oscil-
lation frequency spectrum of the PNS when modes other
than the 2g2 mode are also carrying significant amounts of
GW energy. The spectrograms constructed from CCSN
numerical simulations show that this might be particularly
important for tracking a downward secondary feature

associated to the 2g3 mode and its avoided crossing with
the dominant 2g2 mode. In addition, reconstructing the
signature of the SASI, at lower frequencies, is also poten-
tially interesting and could provide information about the
time evolution of the shock radius and about the total mass
inside the shock using universal relations.
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TABLE V. Fraction of the coverage larger than 0.8 for arrival times of the GW spanning over a 24-hour period. Sources are located at
the center of 40 nearby galaxies to the Earth and the data are obtained using the s20 waveform as an illustrative example.

Galaxy name Distance [kpc] RA [h] dec [°] CE20-CE40 ET CE20-CE40-ET

Sagittarius 20 18.91753 −30.47833 0.96 0.92 1.0
Segue 1 23 10.11756 16.07361 0.92 0.92 1.0
Tucana III 25 23.94333 −59.6 0.96 0.83 1.0
Hydrus I 27.6 2.49261 −79.3089 0.92 0.88 1.0
Carina III 27.8 7.642 −57.89972 0.88 0.92 1.0
Triangulum II 30 2.22150 36.17844 0.88 0.88 1.0
Reticulum II 32 3.59503 −54.04917 0.88 0.84 1.0
Ursa Major II 34.7 8.85833 63.13 0.88 0.84 1.0
Segue 2 35 2.32111 20.17528 0.67 0.84 1.0
Carina II 36.2 7.60711 −57.99917 0.88 0.79 1.0
Coma Berenices 42 12.44972 23.90417 0.79 0.79 1.0
Boötes II 42 13.96667 12.85000 0.79 0.83 1.0
Willman 1 45 10.82250 51.05 0.79 0.79 1.0
Boötes III 50 13.95206 26.775 0.79 0.79 1.0
Large Magellanic Cloud 50 5.39294 −69.75611 0.75 0.75 1.0
Tucana II 58 22.86531 −58.56889 0.75 0.67 0.92
Small Magellanic Cloud 60 0.87722 −72.80028 0.67 0.71 1.0
Ursa Minor 60 15.15316 67.21436 0.71 0.71 0.92
Boötes 66 14.0000 14.5000 0.71 0.71 0.92
Draco 80 17.33732 57.92122 0.63 0.63 0.83
Sculptor 84.3 1.00261 −33.70889 0.67 0.58 1.0
Horologium I 87 2.92547 −54.11889 0.63 0.54 0.92
Sextans 90 10.21747 −1.614722 0.63 0.54 0.88
Ursa Major I 97.3 10.58133 51.92 0.58 0.5 0.83
Carina 100 6.69353 −50.96611 0.58 0.5 0.83
Aquarius II 107.9 22.5654 −9.328 0.5 0.42 0.79
Grus I 120 22.9451 −50.1633 0.46 0.29 0.75
Fornax 140 2.6665 −34.4492 0.42 0.13 0.54
Hercules 150 16.5172 12.7917 0.38 0.13 0.54
Canes Venatici II 160 12.9527 34.3200 0.33 0.08 0.46
Leo IV 160 11.5492 −0.5333 0.33 0.04 0.46
Pisces II 180 22.9753 5.9525 0.21 0.04 0.42
Leo V 180 11.5193 2.2200 0.25 0 0.375
Pegasus III 210 22.4063 5.4200 0.17 0 0.17
Canes Venatici I 220 13.4676 33.5559 0.13 0 0.13
Leo II 250 11.2245 22.1528 0 0 0
Leo I 260 10.1411 12.3065 0 0 0
Leo T 420 9.5815 17.0514 0 0 0
Phoenix V 520 0.9916 32.3767 0 0 0
Pisces V 520 0.9916 32.3767 0 0 0
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